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\ * Archivage des Logs et résultats de traitement /

- Nombre d’interfaces : 160 interfaces différentes
- Nombres de systémes surveillés: 93

- Volume journalier: ~20 Millions lignes/jour

- Nbre de passages a traiter par jour: “110 passages
- 1 decision toutes les 15 min

- Apportde I'lA: - Historique de data: depuis 2015
* Maintenance predictive sur equipements stations

- 5 machines virtuelles de Gestion
* Maintenance predictive sur systemes du COR

10 nceuds de stockage (20 ans) avec ajout potentiel

-
-

* Presentation rapide de la cause de I'anomalie sur Passage

Resumé des evenements sur un passage
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